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Dynamics Stream network trained for optical flow prediction in
an appearance-invariant manner. Models the dynamics of the
input dynamic texture.
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(VGG19 [4])

Overall Architecture

Iteratively coerce an initial Gaussian noise sequence such that
its spatiotemporal statistics from each stream match those of an
inputs dynamic texture. This is done by optimizing (3) w.r.t. the
spacetime volume (initially noise).

(3)

(2) where is the number of
ConvNet layers being used in the

appearance stream, models the synthesized texture dynamics, and models
the target texture dynamics averaged across time.

(1) where is the number of ConvNet
layers being used in the dynamics

stream, is the number of generated frames, is the Frobenius norm, is
the Gram matrix that models the synthesized texture appearance, and models
the target texture appearance averaged across time.

1. Motivated by the recent successes in texture synthesis using
ConvNets [1, 2], we present a novel, two-stream model of
dynamic texture synthesis to capture both appearance
and dynamics.

2. A novel network architecture (which is motivated by the
spacetime oriented energy model of [3]) designed to compute
optical flow in an appearance-invariant manner, serving
as the dynamics stream of our dynamic texture synthesis
model.

3. A two-stream model that enables dynamics style
transfer, where the appearance and dynamics from different
sources can be combined to generate a novel texture.

We introduce a two-stream model for dynamic texture synthesis based on pre-trained convolutional networks (ConvNets) that target
two independent tasks: object recognition and optical flow prediction. Given an input dynamic texture, the object recognition
ConvNet models the per-frame appearance of the input texture, while the optical flow ConvNet models its dynamics. To generate
a novel texture, a noise sequence is optimized to match the feature statistics from each stream of the input texture.
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